On priming action: conclusions from a meta-analysis of the behavioral effects of incidentally-presented words
Evan Weingarten¹, Qijia Chen¹, Maxwell McAdams¹, Jessica Yi¹, Justin Hepler² and Dolores Albarracin³

This paper presents a summary of the conclusions drawn from a meta-analysis of the behavioral impact of presenting words connected to an action or a goal representation [1]. The average and distribution of 352 effect sizes from 133 studies (84 reports) revealed a small behavioral priming effect (d_{VE} = 0.332, d_{RE} = 0.352), which was robust across methodological procedures and only minimally biased by the publication of positive (vs. negative) results. More valued behavior or goal concepts (e.g. associated with important outcomes or values) were associated with stronger priming effects than were less valued behaviors. In addition, opportunities for goal satisfaction appeared to decrease priming effects.
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Now, goal-priming experiments are coming under scrutiny — and in the process, revealing a problem at the heart of psychological research itself. [2]

In 1996, Bargh et al. asked a group of New York University undergraduates to complete a brief research task and then request a second task from another researcher in a nearby room. The first task was comprised of scrambled sentences (e.g. they her respect see usually, they her bother see usually, and they her exercising see usually). After unscrambling the sentences, participants sought out the experimenter who was chatting with a friend.

Naturally, the NYU students were able to correctly form 15 sentences from the grabled ones (e.g. they usually respect her, they usually bother her, and they usually see her exercising). Surprisingly, the content of the unscrambled sentences (containing polite, rude, or neutral themes that were varied among participants) influenced the amount of time students took to interrupt the experimenter when requesting permission to proceed with the second study. College students who had unscrambled sentences about rudeness were more likely to interrupt the experimenter’s conversation than those who had unscrambled sentences about politeness or unrelated topics.

In light of this evidence, Bargh et al. [4] argued that the effects of priming were not limited to social perception [3] but instead reached the more substantial domain of action. Since that time and for nearly two decades, social psychologists and scholars in many other fields have attempted to understand the perceptual and motivational principles responsible for the intriguing observations presented by Bargh et al. [4] in their seminal study. For example, Bargh and his colleagues (2001) tasked students with solving a series of word search puzzles that either contained synonyms of achievement (e.g. win, achieve) or control words (e.g. building, staple). All students were reminded of achievement goals, leading to improved intellectual performance before the exercise. However, those who first found achievement words located more words on subsequent word search puzzles than did those who initially found neutral words.

Despite the excitement surrounding the effects of primes on performance, the Zeitgeist changed as a result of failure to directly replicate the phenomenon. The last five years have shown a dramatic shift toward the more somber intellectual climate reflected in the quotes below.

As all of you know, of course, questions have been raised about the robustness of priming results. The storm of doubts is fed by several sources, including the recent exposure of fraudulent researchers, general concerns with replicability that affect many disciplines, multiple reported failures to replicate salient results in the priming literature, and the growing belief in the existence of a percussive file drawer problem that undermines two methodological pillars of your field: the preference for conceptual over literal replication and the use of meta-analysis. […] For all these reasons, right or wrong, your field is now the poster child for doubts about the integrity of psychological research. [5]

The worst is yet to come for priming . . . over the next two or three years you’re going to see an avalanche of failed replications published. [6]
Could a well-executed meta-analysis of the behavioral effects of incidentally presented concepts transform this controversy and inform the many disciplines concerned with this phenomenon? Weingarten et al. [1] thought so, especially with the use of sophisticated methods to detect the systematic elimination of null and negative findings (a form of publication bias often referred to as the file drawer problem) (see [7,8]). With the objective of gathering the most comprehensive data available on this issue, Weingarten et al. [1] obtained published and unpublished research on the performance effects of priming concepts compared with a control condition. They then calculated Cohen’s g by subtracting the mean of the control group from the mean of the priming group and dividing that by the pooled SD, or used analogous methods for categorical dependent measures. The results from this project were reported by Weingarten et al. [1].

Weingarten et al. [1] synthesized 352 published and unpublished effect sizes, obtained from research conducted in the US and internationally. Priming methods included various forms of supraliminal and subliminal word presentation clearly linked to a concept (win, affiliate). The most commonly primed concepts were presented supraliminally (e.g., via scrambled sentences and word puzzles) and pertained to achievement, although social behaviors such as helping were also prevalent. Among many other measurements, performance measures included a score for test performance (number of solved problems), time spent on a task, and various ratings of overt behavior. Non-performance measures such as concept accessibility, or measures of attitudes, beliefs, or knowledge, were deemed ineligible in an attempt to model effects on actual cognitive and motor performance.

Summary of average findings

On average, Weingarten et al. [1] obtained a small but significant effect size comparable to many findings in psychological, sociological, and medical research (see e.g. $d_1 = 0.21$ [9]). Weighted mean effect sizes and associated heterogeneity statistics appear in Table 1 and indicate considerable non-random variability.

Detailed analyses of inclusion and publication bias were conducted, including funnel plot analyses [10–13], trim-and-fill methods [14], various failsafe $N$ estimates [15–17], and cumulative meta-analysis [18]. A trim-and-fill analysis via the RO$^2$ estimator filled nine studies that yielded new, estimated fixed-effects $d_2 = 0.295$ (95% CI [0.264, 0.325]; $z = 19.08, p < .001$) and random-effects $d_2 = 0.312$ (95% CI [0.257, 0.366], $z = 11.15, p < .001$), suggesting a significant effect even after accounting for publication bias. Similarly, an Egger OLS modeled at the study level indicated a small study effect (fixed effects: $t(218) = 4.25, p < .001$; random effects: $t(218) = 5.19, p < .001$). Weingarten et al. [1] also used these analyses to identify outliers and remove them from further analyses. As a consequence, nine effect sizes from eight studies in subsequent analyses were removed ([19], Study 1; [20], Study 1; [21], Study 1; [22], Study 2; [23], Study 2; [24], Study 4; [25], Study 1; [26], Study 3). P-curves [27] were then fit to estimate potential bias in the selection of the statistical findings reported in the synthesized studies. (For a complete list of included studies, see [1]). Results suggested an absence of both p-hacking and selective reporting in the synthesized studies. Overall, these findings suggest a real performance effect that is not attributable to publication bias.

After removing effect sizes from the trim-and-fill analysis and modeling the studies at the study level, Weingarten et al. [1] obtained an average effect size of $d_1 = 0.315$ (95% CI [0.263, 0.368]; $t(132) = 11.75, p < .001$) from fixed-effects and $d_2 = 0.323$ (95% CI [0.270, 0.376]; $t(132) = 11.95, p < .001$) random-effects models. Both of these analyses rejected the null homogeneity hypothesis ($Q(342) = 806.43, p < .001$) and had a similar I$^2$ value of 57.59% (95% CI [54.08, 60.72]), demonstrating between moderate and large heterogeneity. This new effect size had a Rosenthal (Rosenberg) failsafe number of 46 930 (31 623), which exceeds the $5k + 10$ threshold and thus suggested that publication bias is unlikely to fully explain the meta-analytic findings [28,29].

Weingarten et al. [1] likewise ruled out that the effect sizes emerge from two different distributions using a normal-quantile plot of the 343 individual effect sizes, which also checks for non-normality of the data [30,31]. The normal-quantile plot examines potential publication bias by reviewing whether the shape of the curve has any discontinuities around 0 (indicative of publication bias) or has an S-shaped structure that might signal two underlying populations [30]. A Shapiro–Wilk normality test on the 343 data points yielded a marginally significant p-value ($W = 0.992, p = .073$), suggesting non-normality of the data, possibly indicating publication bias. The authors characterized this value as insufficient to explain their effect. The shape of the distribution did not immediately suggest that the studies come from two populations (curve, not S-shaped [30]).

Finally, p-curve analyses suggested that selective reporting could not explain the results of the set of studies from which Weingarten et al. [1] drew their effect sizes [27]. They presented two sets of p-curve analyses (based on continuous tests) of the studies in this meta-analysis: (a) a

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average effect ($d$) and heterogeneity ($k = 352$)</td>
</tr>
<tr>
<td>Weighted mean effect</td>
</tr>
<tr>
<td>FE $d_1 = 0.323$</td>
</tr>
<tr>
<td>RE $d_2 = 0.362$</td>
</tr>
<tr>
<td>$p &lt; .001$.</td>
</tr>
</tbody>
</table>
The *p*-curve on all studies conducted using *p*-values based on the researchers' focal hypotheses [27], and (b) *p*-curves based on studies with the largest error degrees of freedom. The curves can be found in Figure 1 and are based on the focal hypotheses of authors (often including interaction effects rather than mere differences between prime and control conditions). When Weingarten et al. [1] included all studies (see Panel A, published or unpublished) with clear hypotheses for behavioral measures (as outlined in the paper’s *p*-curve disclosure table), The researchers found no evidence of *p*-hacking (no left-skew), but dual evidence of a right-skew and flatter than 33% power. The *p*-curve being flatter than 33% indicated that, on average, the studies considered in this meta-analysis lacked the statistical power to uncover the effect of interest in the study, although selective reporting alone cannot explain the entirety of the evidence. Weingarten et al. [1] again found this pattern when they restricted the *p*-curve to studies in the top half of error degrees of freedom (see panel B of Figure 1). However, when they restricted the *p*-curve to studies in the top third (see panel C of Figure 1) or top quartile

---

**Figure 1**
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- **Panel A** (All Studies): Observed *p*-curve, Null of 33% power, Null of zero effect.
- **Panel B** (Top Half df): Observed *p*-curve, Null of 33% power, Null of zero effect.
- **Panel C** (Top Third df): Observed *p*-curve, Null of 33% power, Null of zero effect.
- **Panel D** (Top Fourth df): Observed *p*-curve, Null of 33% power, Null of zero effect.

---

*P*-curve analyses from all of the effects reported in the included studies. This analysis refers to study-level reporting and power rather than the strength or significance of the priming effect.
(see Panel D of Figure 1) of degrees of freedom, there was a clear right skew, further indicating that selective reporting alone cannot explain the study results.

The role of theoretically meaningful moderators

The replicability of priming effects, however, depends not only on statistical considerations, but also on theoretically relevant features of priming studies. Is it possible that some failures to replicate are the result of researchers pursuing priming effects under moderating conditions that eliminate those effects, and thus should not be taken as evidence of the non-existence of priming per se? This possibility is consistent with the observed heterogeneity of the pooled effect size, so Weingarten et al.’s [1] meta-analysis also considered theoretical moderators of priming effects. As implied by the definition of goals as desirable end states ([32]; see also [33,34]), conditions in which performance had high value (e.g. often the goal was important to participants due to an accompanying reward) were associated with stronger priming effects than conditions of low value (for other effects of value, see [35]; see Barsalau, this issue). Second, as indicated by theories about goals ([36]; see also [37,38]), behavioral priming effects remained even in the absence of satisfaction opportunity when performance was valuable. In contrast, behavioral priming effects decayed in the absence of a satisfaction opportunity when performance was limited in value. Contrary to much speculation, there was generally an absence of methodological effects such as subliminal vs. supraliminal priming.

As quoted above, priming has become the poster child for concerns about the replicability and veracity of behavioral science research: These concerns attract the attention of the popular press (e.g. [2]) and even President Obama and his Council of Advisors on Science and Technology [39]. Because many of the raised concerns cannot be addressed by single studies, but only through the analysis of publication bias in the context of a meta-analysis, the Weingarten et al’s [1] meta-analysis represented the first empirical investigation of these concerns. Through this approach, the meta-analysis excluded publication bias and selective reporting of analyses as an alternative explanation for the existence of priming effects. Furthermore, the p-curve techniques showed that the field is not plagued by widespread academic misconduct in the form of p-hacking, despite persistent conjectures in academic and popular debates to the contrary. In addition to clarifying these issues for the area of priming research, this approach may serve as a general model for addressing replicability concerns. Illuminating this pathway is an important, timely, and broad contribution. Psychology is not alone when it comes to replicability failures, given that reproducibility challenges trouble virtually all scientific disciplines [40], including medicine [41], behavioral genetics [42], and neuroscience [43] among others.
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